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In stability i~v~stig&t~ons of automatic control systems eanonic vari- 
ables sre frequently used; sometimes it is not only necessary to 
transform the equations to ctanonic forms but also to know the trans- 
formation matrix. 

Lur’e f 11 developed formul;as for tr~nsfor~~tio~ of variables for 
the case of simple roots of the characteristic equation; applications 
may be found in the paper by Letov [ 2 3. 

In the present paper we propose a method of constructing the trans- 
formation matrix, based on the residue theory and permitting US to de- 
termine trausfo~mst~on coefficients for any structure of the roots of 
the characteristic equation. 

1. Let us consider a system of linear homogeneous equations with con- 
stant coefficients 

The characteristic equation of this system is 

D (h) = 0 

and it has nonrepetitive roots A,, l ... 
(1.1) may be written in the form I: 3 [ 

A,, lhen the general solution of 

where D(A), DPi(X) are the characteristic determinant and the alpbraic 
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cofactors of its elements, respectively. 

Let us construct the transformation, t!ke coefficients of which shall 

be the coefficients of exp Xpt(p = 1, , . , , n) in (1.3)) 

n 

xi= EL li G% PA ZP 
p=l D’w p=l 

WI 

Let us show that the variables z . are canonic. To this end let 1.1s 

differentiate (1.4) and substitute jnto (1.1). In this transformation of 

the resulting expression let us make use of the obvious equality 

i ai, D,, (h) = 6,i D (i\) +A& (ik) (1.5) 
T=1 

where 6 . is the Kronecker delta; also let us make use of an expression 

that di%tly follows from (1.5) and is given by 

i ai D,: (hp) = &Dpi (hp) (14 
T==l 

where X 
P 

is a root of equation (1.2). Ihis will result in the following 

system of homogeneous algebraic equations with respect to expressions in 

parenthesis 
n 

r) 
1 

i C,D,i (,‘J (& - hpZ,) = 0 
P=l D’(*,j W=l 

(1.7) 

If the arbitrary constants CP are so chosen that no column or row of 

the determinant of the system (1.7) is zero, then the determinant of the 

system (1.7) ( as the determinant of the fundamental system of solutions) 

is different from zero. Therefore, the system (1.7) has a unique zero 

solution, i.e. 
k,= h,z, (p - l,...,n) 

It follows from this that the variables z are canonic. The trans- 

formation may be considerably simplified thr%ugh judicial choice of 

arbitrary constants C ./‘. If the characteristic determinant possesses a 

row with all algebraic cofactors of its elements different from zero, 

then it is convenient to take all CP = 0 except Cc (4 is the row number); 

is to be chosen such that the transformation coefficients would be as 

temple as possible . 

Let us now assume that there is no such row, i.e. among the algebraic 

cofactors of the elements of every row there are some equal to zero. Let 
us select one row with the least number of zero algebraic complements of 

its elements. let us denote it by t. ‘Ihen let us take another row with a 
non-zero algebraic cofactor in the place where the row [ has its first 

zero and denote it by n ,.. In this fashion let us assign numbers to the 

rest of the rowsni = (i = 1, . . . . k) wh ere k c-toes not exceed the number 

of zero algebraic cofactors in the row CO Then it will be convenient to 
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take Cf f 0, si # 0 and the remaining CCL = 0. 

2, Let the characteristic equation (1.2) have one root A of multi- 

plicity n with respect to the e~e~ta~y divisors, 

As the transformation coefficients fox this case, let us use the 

coefficients of the following functions 

GexpAt (k = l,...,n) 

in the general solution written in the form of sum of residues, 

Then, taking into scco~t the root structure, we obtain the trans- 

formation 
n 

Le;t us differentiate (2.1) ad substitute the result into (1.1); 

ut~~~~ing (L53 we then obtain 

3 

ne ~ete~~n~t of the system (2.2) is different from zero by virtue of 

of the same co~side~s~~o~s as used in the Section 1; consequently, the 

system has the following unique solution 

&= AZ~, 
. 
zj= z~-I+ AZj (i=2,..., n) 

From this one can see that zi are canonic variables. 

3, Let the characteristic equation (1.2) have ~onr~p~t~t~ve roots 

x 2' I*., h. and root A of ~1tiFlicity k, simple with respect to the 

elementary divisors (m + k = n>. Let us form transformation formulas in 
accordance with the same rules as before and taking into account coeffi- 

cients of the general solution for the given case of root structure: 

Here the coefficients q are selected among Ccl and are all nonzeros 
By repeating the above manipulations one can show that the variables ti 

are canonic. 

4. Let us now assume that (1.2) has a multiple root A with the corres- 

ponding two groups of solutions, i.e. that the root A is repeated twice; 
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first time it is of multiplicity k, with respect to the elementary 
factors and the second time it is of multiplicity k,. Let us assume that 
k, > k,. For this case let us write the solution of the system (1.1) in 
the form of sum of residues as follows 

By selecting C,, let us divide the solution into two parts: one will 
contain tJ_l (j = 1, . . . , k, ) and the other will contain tiW1 (j = 1, 
. . . . k,). Taking into account this division the expression within the 
braces in equation (4.1) will be used as transformation coefficients as 
follows 

c4m2) 

Constants Crl and C,L are subject to the same restrictions as before 
and, furthermore, 

k* - k1 conditions 
let us demand that C$ will satisfy the following 

$&$j i G,D,i (A) (h - A)‘;J,,n = 0 
IL=1 

(i = I,..., krkl) (4.3) 

Then the variables zi will be canonic. 

Fi. Let us now make the most general assumptions regarding the struc- 
ture of roots of equation (1.2). I.& (1.2) ‘I &ave m non-repetitive roots 
h 1’ ..‘, L* The root A, (a = 1, . . . , m) has s, corresponding groups of 
solutions, i.e. root A, repeats so times and at the ith repetition it is 
of multiplicity kiQ with respect to the elementary divisors of the follow- 
ing characteristic matrix 

Let us assume that k .a are so arranged that k .a < k i”+ 1 i.e. the 
number of solutions in A group increases as the iroup number is increased. 

Then the following transformation formulas will be obtained: 
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(5.1) 

where C and G 81 are so chosen that no row or column of the transform- 

ation c? _ etermin!nt is equal to zero and, furthermore, constants G I% 

subject to the following conditions 
P 

dj-1 

dhj-1 
[ 1 i Gwfia D,i (A)@- ~a)ksaa]~=_= 0 

D ().)IL=l 
(i= I,,.,, ksaa-kPaa; pa= I,..., sa- I; a =I,..., m) 

6. For the system (1.1) one can vn%te inverse transformation formulas 

expressing canonic variables zi in terms of the original VariableS xi. 

Liapunov's idea [ 4 1 is use*1 in constructing this transformation. 

De system, adjoint to (l.l), is of the form 

yi= - i: Q/i (6.1) 
T=l 

The characteristic equation of the system (6.1) has the same root 

structure as the characteristic equation of (1.2) except that the roots 

of (6.1) differ in sign from the roots of (1.2). Let us suppose that the 

roots of the characteristic equation are subject to the same general 

assumptions as in the .Section 5. Then the general solution of the system 

(6.1) in the form of sum of residues will be written as follows 

i C,A,i ().)exp i\t 
IL=1 

(G.2) 

where cf(h) denotes the sum of residues of the function f(X) at all 

significant points in a finite region, <I (X) an(l A pi") are the 
cjlaracteristic determinants of the system (6.1) and the algebraic co- 

factors of its elements, respectively. As the coefficients of the jth 

linear inverse transformation form we shall use the elements of the jth 

column of the coefficient matrix of general solution (h.2), written with 

the solution groups corresponding to the roots of the characteristic 

equation. 'Ihen the inverse transformation formulas will be as follows: 



1214 0. I. Konorni tskoio 

Zjra= GP~Alrv @JO. + L)“a2]_, 5, (6.3) 

{ j*= Kla+,..+ Kg,“+ i; j = KS,“- Kpaa+ I,..., Ksza; &= I,..., sa-- 1; a=1 ,..., m) 

where C and Gpp a are so chosen that no row or column of the transform- 
ation eterminant may vanish and, furthermore, d 
following conditions 

that Gl,pa will satisfy the 

G+ Airv @)(A + ~&a”]_, = o (6.4) 

i=1 I..., k’-k ‘, 
8ci p, 

f(_= I,..., s,- 1; a = i,...,m 

‘Ihe fact that the variables zi determined from (6.3) are canonic may 
be proved by direct differentiation and utilization of (6.4) for the 
adjoint system. 

Exonple (see Chetaev [5 1 ). 

51 = ra; ;a= -x1- 2ss, &=x4, &=-x*-2xp+~ (x1+ 21) 

where p is ssme parameter. 

(6.5) 

The characteristic equation of the system (6.5) has a root h = - 1 of 
multiplicity four and the elementary divisors will be (A + 1)3 and (A + 1) 
18 I, i.e. the root x = - 1 has two corresponding groups of SOlUtiOnS. 

The algebraic cofactors of the elements of the first row of the 
characteristic determinant are all non-zero. Therefore, in the transform- 
ation formulas we can take Cl = 1, C2 = C3 = C,, = 0. The transformation 
formulas will be as follows: 

(i = 1, 2, 3, 4) 

where CP are subject to the following conditions 

Substituting the algebraic cofactors,we obtain 

XI= - Zl- Z3- G124, x3= - pa- G3z4, x2=za- Gzz,, x4= - rsa+ ~a- GPZ, 
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The ~ondit~ous imposed upon GP will 8ssume the form: Gi + G2 = 0 and 
G3 + Gy = 6. Let G1 = - Gz =l and G3 = G4 = 0, Then, finslly, we obtain 

Let us construct the inverse transformation for the system 16.5). The 
characteristic equation of the system adjaint to (6.5) will possess a root 
A = 1 of multiplicity four, and of the same structure 81s the root x = - I 
in the ah~ra~teristic equation of the system (6.5). 

The algebraic cofactors of the elements of the fourth raw of the 
characteristic determinant are all non-zero; therefore, let Cq = 1, Ci = 
c* I C3 = 0. Far this aase the formulas (6.3) will be written as fallows: 

2 

k 

~a= $ .i; $ [-& i: G&Y @)(A -Vjk L =, 

(k =i, 2,3) 

=l ii=1 

where G 
P 

must satisfy the conditions 

In accordance with the last formulas we obtain 

Here G3 = Gu, G1 - G2 + pG, = 0, 

Let C3 = G4 = 1, G3 = 0, G1 = - ,x, then for zy we shsll have z4 =-~n~- 
x3 - x4. 

?. bt us now consider the equations of a direct automatic control 
system, k?t us suppose that the system is represented by 

i=== iakz,+ hif(+ El= i pTxT WI 
r=1 T31 

where Q. # h es & are ~nst~ts~ the physical meaning of which has been 
defined% f i 1. k us construct the corresponding homogeneous system 
for the system (7.1) 

n 
. 

Xi - 
3 

z aiT xr (7.2) 
r=1 

It is easy to show that the system (7.1) may be t~~sfo~d to canonic 
variables by means of the sBme transformation aa would be used for the 
homogmeous system (7.2). ‘Ihe transformation for the system (7.2) is al- 
ready given and is of the form (5. I_). 
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Enanplc (see Popov c 6 1 1. Let us consider equations of an aircraft 
flight correcting control system 

Xl== - 21+ f (4, 22= - j (4, &= (7 I__ 1) rlf pw- rf (CT), 0 = xg (7.3) 

where y and r are constants depending on the coefficients of equations 

describing the elements, the feedbacks and the amplifier. These equations 

are equations of a direct control system, otherwise the equations would 

be in canonic form. The characteristic equation of the system (7,3) has 

roots X, = - 1, A, = h, = 0 and the multiple root is not simple with res- 

pect to the elementary divisors, The algebraic cofactor B12(x) = 0 but 

0Z2 (A, 4 0. Therefore, 

c1 I: C2 = 1, c3 

taking into account assumptions regarding 6, let 

= 0. For the system (‘7.3) the transformation formulas will 

be as foIlows 

For this we obtain 

and the canonic form of the oystem is 
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Translated by P.N.B. 


