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In stability investigations of automatic control systems canonic vari-
ables are frequently used; sometimes it is not only necessary to
trangform the equations to canonic forms but also to know the trans-
formation matrix,.

Lur'e [ 1] developed formulas for transformation of variables for
the case of simple roots of the characteristic equation; applications
may be found in the paper by Letov [2 7.

In the present paper we propose a method of constructing the trans-
formation matrix, based on the residue theory and permitting us to de-
termine transformation coefficients for any structure of the roots of
the characteristic equation.

1. Let us consider a system of linear homogeneous equations with con-
stant coefficients

z = )Y Qix T 1.1

t=1
The characteristic equation of this system is
DN=0 (1.2)

and 1t has nonrepetitive roots A,, ..., A_. Then the general solution of
(1.1) may be written in the form [ 3 [

n n
e 1
Ty = g_:Jl DR uz;ll CuDys (he) exp Mot (1.3)

where D(A), Dhi(h) are the characteristic determinant and the algebraic
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cofactors of its elements, respectively.

Let us construct the transformation, the coefficients of which shall
be the coefficients of exp A t(p =1, ..., n) in (L3),

2 S ZCu i (1.4)

Let us show that the varlables z, are canonic. To this end let us
differentiate (1.4) and substitute into (1.1). In this transformation of
the resulting expression let us make use of the obvious equality

D) iz Dye (1) = 8,5 D (1) 0Dy, (1) (1.5)

T=l
where § . is the Kronecker delta; also let us make use of an expression
that directly follows from (1,5) and is given by

2 ai: D uz (he) = = heDyi (ko) (1~6)

where A_ is a root of equation {1.2). This will result in the following
system of homogeneous algebraic equations with respect to expressions in

parenthesis
n n
E 2 () (zp
p=1 n=1

If the arbitrary constants G, are so chosen that no colum or row of
the determinant of the system (1.7) is zero, then the determinant of the
system (1.7) (as the determinant of the fundamental system of solutions)
is different from zero. Therefore, the system (1.7) has a unique zero
solution, 1.e.

hoz,) = 0 (1.7)

.Zp: NoZo (p=1,...,n)

Tt follows from this that the variables z, are canonic. The trans-
formation may be considerably simplified through judicial choice of
arbitrary constants . Tf the characteristic determinant possesses a
row with all algebraic cofactors of its elements different from zero,
then it is convenient to take all C = 0 except Cz (£ is the row number);
Cs 1is to be chosen such that the transformation coefficients would be as
simple as possible.

Let us now assume that there is no such row, i.e. among the algebraic
cofactors of the elements of every row there are some equal to zero. Let
us select one row with the least number of zero algebraic complements of
its elements. Let us denote it Ly £. Then let us take another row with a
non-zero algebraic cofactor in the place where the row ¢ has its first
zero and denote it by n,. Tn this fashion let us assign numbers to the
rest of the rows 5, = (i =1, ..., k) where k does not exceed the number
of zero algebraic cofactors in the row £. Then it will be convenient to
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take Cg £ 0, c'li # 0 and the remaining Cﬂ. = 0,

2. let the characteristic equation (1.2) have one root A of multi-
plicity n with respect to the elementary divisors.

As the transformation coefficients for this case, let us use the
coefficients of the following functions
tk
kTeprt (k=1,....n)
in the general solution written in the form of sum of residues.

Then, taking into account the root structure, we obtain the trans-
formation

¢ 1 a1 g

Let us differentiate (2.1) and substitute the result into (1.1};
utilizing (1.5) we then obtain

1 dir 1O .
(n— Dl gpn L) ™ 2 Co Dy (M(A— A ];\:A (z— Azy) + (2.2)

ar=i
+ 2’ \n—w])! d\n—i [D (x) Z C Dui ()‘)()"— A)“L =A (zz Zj—a— AZJ) =

The determmant of the system (2.2) is different from zero by virtue of
of the same considerations as used in the Section 1; consequently, the
system has the following unique solution

Zy= Azl, Z;= Zj—l+ AZJ (i=2,...,n)
From this one can see that z, are canonic variables.

3. Let the characteristic equation (1.2) have nonrepetitive roots
Ay, «vey A, and root A of multiplicity k, simple with respect to the
elementary "divisors (m+ k = n). Let us form transformation fornulas in
accordance with the same rules as before and taking into account coeffi-
cients of the general solution for the given case of root structure:

vi (A)
Ty= ZD()\ ) Z CuDyi () 2.+ 2 Co DAY Zmin (3.1)
e=1 p=1

Here the coefficients G, are selected among C, and are all nonzero.

By repeating the above manipulations one can show that the variables z,
are canonic.

4. Let us now assume that (1.2) has a multiple root A with the corres-
ponding two groups of solutions, i.e. that the root A is repeated twice;
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first time it is of mult1p11c1ty k, with respect to the elementary
factors and the second time it is of multiplicity k,. Let us assume that
k, > k,. For this case let us write the solution of the system (1.1) in
the form of sum of residues as follows

kz

Nt e G 4im1
= ;%'1 { T v [D RS uél CuDyi (N (A — A)"*]A=A} Ty eXP At (4.1)

By selecting C, let us divide the solution into two parts: one will
contain t/-1 (j = 1, ..., k,) and the other will contain ti71 (j = 1,
. k ). Taking into account this division the expression within the
braces in equation (4,1) will be used as transformation coefficients as
follows
i, o

S
xi:jé(kz—i)!dxk.—i[ ™) ZC Dus (1) (h — AY* ]7‘=A i

u—l

ky .
g0 1 dir 1o\ |
" j%(kg—i)! I [D N uél GuDus () 0= 4) k’.l*=A s (42)

Constants C, and G, are subject to the same restrictions as before
and, furthermore, let us demand that G,L will satisfy the following
k, ~ k, conditions

._1 n
_d_J,_. [_1_ Z GuDui (M) (A — A)k:]‘=A= 0 G=1,..., ks—k)) (4.3)
u=1

dNL LD ()
Then the variables z, wi1ll be canonic.

5. Let us now make the most general assumptions regarding the struc-
ture of roots of equation (1.2). let (1,2) have m non-repetitive roots
Ay, -eey Ay The root Ay (@ = 1, ..., m) has s, corresponding groups of
solutions, i.e. root A, repeats s, times and at the ith repetition it is
of multiplicity kia with respect to the elementary divisors ¢f the follow-

ing characteristic matrix

(5 S

=] i==]

Let us assume that k% are so arranged that k% < k% | i.e. the
number of solutions in a group increases as the group number is increased.

Then the following transformation formulas will be obtained:

k [ 4

2R

1 dsa ¢

{j=1 (ks — ! dk"“ :LD (M

Xy =

2! CoDyui (N (N — )‘a)ksaa] A =hg zi%+

ibss
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7] ) X
L3 5 t @Poq®kpg =i

Ba=1 i=kg O—kp a+1(2ksaa__k{3aa— Y dN2ke*—*py
- B

x 57

L

é] GuPaDyi (WM — ha)ks ]x X } (5.1)

where C and G Ba are so chosen that no row or column of the transform-
ation Jetermlnant is equal to zero and, furthermore, constants F

subject to the following conditions

dj_l Ba =
dni— l[Di() u}:’ GuPe Dyt (NO—a)'sa ] A=kq 0

(j=1...., ksaa_kﬁaa; Bo=1i, sq—1; a=1,..., m)

6. For the system (1.1) one can write inverse transformation formulas
expressing canonic variables z, in terms of the original variables xj
Liapunov’'s idea [4] is usel in constructing this transformation.

The system, adjoint to (1.1), is of the fomm

Yyi= — Z a-iYs (6.1)
T=1

The characteristic equation of the system (6.1) has the same root
structure as the characteristic equation of (1,2) except that the roots
of (6.1) differ in sign from the roots of (1.2). Let us suppose that the
roots of the characteristic equation are subject to the same general
assumptions as in the Section 5. Then the general solution of the system
(6.1) in the form of sum of residues will be written as follows

1 . N
yi= ZKW El Culyi (M) exp ht (6.2)

where X f (A) denotes the sum of residues of the function f(A) at all
significant points in a finite region, A \) and A . (A\) are the
characteristic determinants of the system (6.1) and the algebraic co-
factors of its elements, respectively. As the coefficients of the jth
linear inverse transformation form we shall use the elements of the jth
column of the coefficient matrix of general solution (6.2), written with
the solution groups corresponding to the roots of the characteristic
equation. Then the inverse transformation formulas will be as follows:

n . n

sa_ _ 1 a1\ *

zt= 7d—n! 1d)j—l [A () 2‘1 Cu By (N - 2a)Fsy L:—ka B
v= M= B
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'\ dj-—l 1 " . .
j e o kg &
o B [y 2 Gt 000 he], L a (6)

(*= K"+ + Kp,*+ 15 J=Ks,"— K"+ 1,...,Ks % Ba=1,...,50—1; a=1,..., m)
where C and G Ba are so chosen that no row or column of the transform-

ation d%termlnant may vanish and, furthermore, that G B"wal satisfy the
following conditions

E e N P )
P 3 b B )0+ M) Je =0 (6.4)
]'=1....,ka“°‘—k5“°‘, Be=1lis,— 1 a=1,...,m

The fact that the variables z, determined from (6.3) are canonic may
be proved by direct differentiation and utilization of (6.4) for the
adjoint system,

Example (see Chetaev (5 1).
¥y = Ty, Ty= — T,— 273, Tz=2,, §:¢=—za—2x4+p (z1+ z3) (6.5)
where 1 is same parameter.
The characteristic equation of the system (6.5) has a root A = — 1 of

multiplicity four and the elementary divisors will be (A + 1)3 and (A + 1)
[81], i.e. the root A = — 1 has two corresponding groups of solutions.

The algebraic cofactors of the elements of the first row of the
characteristic determinant are all non-zero. Therefore, in the transform-
ation formulas we can take C1 =1, C2 = C3 = Cu =- 0, The transformation
formulas will be as follows:

A=—1

—_— .1_ 2 Dli ()\) 3 d 1i ( ) Y
=73 [D@ Q+)]__1Q+TT[DM)M+U} z+

( 1 d2 1
+[D % (x+1)s]l=_l ”J’EEF[D—(MEGM L (M + 1) ] L
(i=1,2, 38,4

where ql are subject to the following conditions

d 1
&T[D )

inMe

1 4
GuDll-i ()\)(;\ + 1)3])‘=_1 = 0, [D ()\) Z Gp.‘Du.i ()‘)()‘ + 1)‘]1=_1= 0
k=1

1

Substituting the algebraic cofactorg’we obtain

1= — 21— 33— G2z, rg= — pw23— G332y, zy=29— Gyz4, Zy= — p8y+ uzg— Gezy
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The conditions imposed upon G, will assume the form: Cv'1 + G2 = 0 and

G3 + Gu = 0. Let 61 = - 02 =1 and G3 = G,1 = 0. Then, finally, we obtain

L= — 21— Zzg— %y, ZT9= 23+ %4, Tg=-— P83, Ty= — pZy-} pss

Let us construct the inverse transformation for the system (6.5). The
characteristic equation of the system adjoint to (6.5) will possess a root
A = 1 of multiplicity four, and of the same structure as the root A = — 1
in the characteristic equation of the system (6.5).

The algebraic cofactors of the elements of the fourth row of the
characteristic determinant are all non-zero; therefore, let Cu = 1, 01 =

C2 = C3 = 0, For this case the formulas (6.3) will be written as follows:

4 —1, 80 ()
q:—i—~‘ ﬂl[;g Q~1ﬂ z
(& —1)1 vl d) k1 =1 .
. s n . (k==1,2,3)
3 1
x va=1 dnt [A (A) u%l; Cutn (A ——l)’]}@l B

24—

where Gh must satisfy the conditions

4
1 d

In accordance with the last formulas we obtain
Zy== 2+ p2s, K= pri-f BTp— Tog— Ty, 3= — Tq, Z4== — Gi¥— GaZy— Gy2s— Gazs

Here Gé = Gu' G1 - G2 + yGu = 0,

]

Let G3= Gu= 1, Gz---.ﬂ, Gl

3—‘8uu

~ p, then for z; we shall have z, =-px,~
X

7. Let us now consider the equations of a direct automatic control
system. Let us suppose that the system is represented by

n n
5= Dawsct hf @, o= 3 e (74)
— =
vhere a;, 3, are constants, the physical meaning of which has been

deflned 1n [i 1. Let us construct the corresponding homogeneous system
for the system (7.1)

n
= D) Gic Ze (7.2)
T==]1
It is easy to show that the system (7.1) may be transformed to canonic
variables by means of the same transformation as would be used for the
homogeneous system (7.2). The transformation for the system (7.2) is al-
ready given and is of the form (5.1).
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Example (see Popov [ 6 1). Let us consider equations of an aircraft
flight correcting control system

ilz — o+ f (o), Ty= — f (o), .:::3= (1 — 1) &+ yxa— rf (o), 6 == Zg (7.3)

where y and r are constants depending on the coefficients of equations
describing the elements, the feedback, and the amplifier. These equations
are equations of a direct control system, otherwise the equations would
be in canonic form, The characteristic equation of the system (7.3) has
roots Al =1, AE = AB = 0 and the multiple root is not simple with res-
pect to the elementary divisors. The algebraic cofactor DlZ(A) = 0 but
DZZ(A) # 0, Therefore, taking into account assumptions regarding C,, let

C1 = C2 =1, C3 = 0, For the system (7.3) the transformation formulas will
be as follows

D (— 1D+ Dy (—1) dDMM+DmM2 DMM+DMM2 1
T= §ig — 1} z1+ JX —'—Dm‘—m A } Z3+ [ '———-‘—m———-—}\ 23}3\:&
(t=1,2,3)

For this we obtain
Ty= 2. Xg= — Iy, zg= (Y — 4} 21— (7 — 1) 2a— 723
and the canonic form of the system is
n=—n—f(), 2=/(o)
. 29y —2—r
zg= I3 — "—,r_‘“f(ﬁ)- o= (y—1)z1~—{y—1) 25— 7za
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